 **Project Source Code and Result**

**1 AI Diabetes Prediction using Python + Pandas:**

Diabetes is a chronic (long-lasting) health condition that affects how your body turns food into energy. Most of the food you eat is broken down into sugar (also called glucose) and released into your bloodstream. When your blood sugar goes up, it signals your pancreas to release insulin.
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**Introduction**

According to WHO, Diabetes is a chronic disease that occurs either when the pancreas does not produce enough insulin or when the body cannot effectively use the insulin it produces. Insulin is a hormone that regulates blood sugar. Hyperglycaemia, or raised blood sugar, is a common effect of uncontrolled diabetes and over time leads to serious damage to many of the body’s systems, especially the nerves and blood vessels.

Between 2000 and 2016, there was a 5% increase in premature mortality rates (i.e. before the age of 70) from diabetes. In high-income countries the premature mortality rate due to diabetes decreased from 2000 to 2010 but then increased in 2010-2016. In lower-middle-income countries, the premature mortality rate due to diabetes increased across both periods.

In this notebook, i will do some feature analysis and try to find out the rootcauses

**Objectives**

To experiment with different classification methods to see which yields the highest accuracy

Classify whether someone has diabetes or not from given features

To determine which features are the most indicative of diabetes

**5 Dataset**

I have used [Pima Indians Diabetes Database](https://www.kaggle.com/uciml/pima-indians-diabetes-database) Kaggle Dataset

The dataset contains below features and labels: 1. Pregnancies 2. Glucose 3. BloodPressure 4. SkinThickness 5. Insulin 6. BMI 7. DiabetesPedigreeFunction 8. Age 9. Outcome

**6** **Installing Libraries**

[ ]: **import numpy as np** *# linear algebra*

*![](data:image/png;base64,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)*

**import pandas as pd** *# data processing, CSV file I/O (e.g. pd.read\_csv)* **import seaborn as sns** *# for data visualization*

**import matplotlib.pyplot as plt** *# to plot charts* **from collections import** Counter

**import os**

*# Modeling*

**from sklearn.preprocessing import** QuantileTransformer

**from sklearn.metrics import** confusion\_matrix, accuracy\_score, precision\_score **from sklearn.ensemble import** RandomForestClassifier, AdaBoostClassifier,␣

↪GradientBoostingClassifier, VotingClassifier **from sklearn.linear\_model import** LogisticRegression **from sklearn.neighbors import** KNeighborsClassifier **from sklearn.tree import** DecisionTreeClassifier

**from sklearn.svm import** SVC

**from sklearn.model\_selection import** GridSearchCV, cross\_val\_score,␣

↪StratifiedKFold, learning\_curve, train\_test\_split

*# Directory Structure*

**for** dirname, \_, filenames **in** os.walk('/kaggle/input'):

**for** filename **in** filenames:

print(os.path.join(dirname, filename))

I have imported most common libraries used in python for machine learning such as Pandas, Seaborn, Matplitlib etc

**7 Importing Data**

**![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAABOAAAAA0CAIAAACsOdANAAABwUlEQVR4nO3bMarCQBSF4avYia0MrsD9ryYrCMO0xjqv8OESnAP5vmrSnfbnktO+71XVe++9FwAAAPzW/X5/PB5VdS51CgAAwDxjjHVdq+qiTgEAAJhrjFFVZ3UKAADAdGOM8+wNAAAAUPX5BxUAAACmu3xfz+dz4g4AAAAOa1mWckEFAAAghEAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAgwuX7WpZl4g4AAAAOzgUVAACACAIVAACACAIVAACACAIVAACACAIVAACACAIVAACACAIVAACACKdt23rvr9dr9hIAAAAO6nq9ttZO+75X1RhjXdfZkwAAADic1lprrar+A7Wq3u+3UyoAAAA/8zmc3m63z+cf3MJFRLkX2J8AAAAASUVORK5CYII=)**

[ ]:

[ ]:

df = pd.read\_csv("../input/pima-indians-diabetes-database/diabetes.csv")

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAABOAAAAB9CAIAAACEboupAAADg0lEQVR4nO3ZsYoiQRhG0VImG0yGRhrf/9mkLYZJxHg2ENwn2O0LnhP9lX3ppQ6/v79jjDHG4/HYtu1+vw8AAAD49z4/P9d1PZ1Oz+fhGajbtm3btuswAAAA3tH5fL5cLmOM41CnAAAA7GfOeb1exxgfrzpdlmVZlr2HAQAA8EZ+fn7mnHPOMcbx9XeqTgEAAPjPvr6+nsec87jvFAAAAHgSqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJfwN1zrnjDgAAAN7Q9/f36z7cbrfr9brjGgAAAFjX9Xg+ny+Xy95LAAAAeF/ruq7rehxjaFQAAAD28qzTMcYftclCYRch4PAAAAAASUVORK5CYII=)

*# Get familier with dataset structure*

df.info()

Excepting BMI and DiabetesPedigreeFunction all the columns are integer. Outcome is the label containing 1 and 0 values. 1 means person has diabetes and 0 mean person is not diabetic

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAABOAAAAA0CAIAAACsOdANAAABvUlEQVR4nO3cIY7DMBRF0Z8qrMVVVFzQ/a8moLiyTBuegpGyhPGTcg4yfPTKlqd936uqtdZaKwAAAPhf9/v98XhU1aXUKQAAAOP03j+fT1XN6hQAAICxeu9VdVGnAAAADNd7v4zeAAAAAFVV83F6vV4DdwAAAHBa67rW3ydJAAAAMJxABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIMJ8nNZ1HbgDAACAk3ODCgAAQASBCgAAQASBCgAAQASBCgAAQASBCgAAQASBCgAAQASBCgAAQIRp27bW2vf7Hb0EAACAk7per8uyTPu+V9X7/d62bfQkAAAATud2uz2fzzqe+C7LMnQPAAAAJ3UE6Q9RdjnYM+VKxAAAAABJRU5ErkJggg==)[ ]: df.describe()

There are 768 records in the dataset, in which mean age of people is 33

**8** **Missing Value Analysis**

Next, i will cleanup the dataset which is the important part of data science. Missing data can lead to wrong statistics during modeling and predictions.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAABOAAAAA0CAIAAACsOdANAAABvElEQVR4nO3bIY7DMBRF0Z8qrMVVVFzQ/a8moLiyTBuegpGyhPGTcg4yfPTK9rTve1W11lprBQAAAP/rfr8/Ho+qupQ6BQAAYJze++fzqapZnQIAADBW772qLuoUAACA4Xrvl9EbAAAAoOrvDyoAAAAMNx+n1+s1cAcAAACnta5ruUEFAAAghEAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAgwnyc1nUduAMAAICTc4MKAABABIEKAABABIEKAABABIEKAABABIEKAABABIEKAABABIEKAABAhGnbttba9/sdvQQAAICTul6vy7JM+75X1fv93rZt9CQAAABO53a7PZ/POp74LssydA8AAAAndQTpD06gOdjW9pUXAAAAAElFTkSuQmCC)

[ ]:

[ ]:

df.describe()

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAABOAAAAB9CAIAAACEboupAAADg0lEQVR4nO3ZsYoiQRhG0VImG0yGRhrf/9mkLYZJxHg2ENwn2O0LnhP9lX3ppQ6/v79jjDHG4/HYtu1+vw8AAAD49z4/P9d1PZ1Oz+fhGajbtm3btuswAAAA3tH5fL5cLmOM41CnAAAA7GfOeb1exxgfrzpdlmVZlr2HAQAA8EZ+fn7mnHPOMcbx9XeqTgEAAPjPvr6+nsec87jvFAAAAHgSqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJfwN1zrnjDgAAAN7Q9/f36z7cbrfr9brjGgAAAFjX9Xg+ny+Xy95LAAAAeF/ruq7rehxjaFQAAAD28qzTMcYftclCYRch4PAAAAAASUVORK5CYII=)

*# Explore missing values*

df.isnull().sum()

I observed that there is no missing values in dataset however the features like Glucose, BloodPres-sure, Insulin, SkinThickness has 0 values which is not possible. We have to replace 0 values with either mean or median values of specific column

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAABOAAAABYCAIAAADTDx8sAAACfklEQVR4nO3bMYrjABBFwfawmR0b4dj3P5FjI5RauTZYmCOsHrjqBD990H05jmNm1nVd13UAAADg/7rf74/HY2Z+Rp0CAABwnm3b3u/3zPxRpwAAAJxr27aZ+VGnAAAAnG7btp+zNwAAAMDMvx9UAAAAOJ1ABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACAhMu+7+u6fj6fs5cAAADwpa7X67Isl+M4Zub1eu37fvYkAAAAvs7tdns+n/N74rssy6l7AAAA+FK/QfoXCys0lKh6EPwAAAAASUVORK5CYII=)

[ ]:

[ ]:

[ ]:

[ ]:

[ ]:

df['Glucose'] = df['Glucose'].replace(0,df['Glucose'].mean())

df.Glucose.value\_counts()

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAABOAAAAChCAIAAADhklf9AAAEK0lEQVR4nO3bMYrrUBBFwR7xM+PUPLT/tRmh1Dj2BF7DRwemKuvspifon8/nMzMz836/j+N4vV4DAAAA/9/tdltr3e/37/nzDdTjOI7juHQYAAAAf9Hj8dj3fWa2UacAAABc5zzP5/M5M//UKQAAANc6z3NmNnUKAADA5c7z3K7eAAAAADPfH1QAAAC4nEAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAICEbd/3qzcAAADw1621tsfjoVEBAAC40FprrbXNjEYFAADgKt86nZlf+tcxlyesJWAAAAAASUVORK5CYII=)

*# Correcting missing values in blood pressure*

df[df['BloodPressure'] == 0]['BloodPressure'].value\_counts()

df['BloodPressure'] = df['BloodPressure'].replace(0,df['BloodPressure'].mean())

There are 35 records with 0 BloodPressure in dataset

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAABOAAAAChCAIAAADhklf9AAAEK0lEQVR4nO3bMYrrUBBFwR7xM+PUPLT/tRmh1Dj2BF7DRwemKuvspifon8/nMzMz836/j+N4vV4DAAAA/9/tdltr3e/37/nzDdTjOI7juHQYAAAAf9Hj8dj3fWa2UacAAABc5zzP5/M5M//UKQAAANc6z3NmNnUKAADA5c7z3K7eAAAAADPfH1QAAAC4nEAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAICEbd/3qzcAAADw1621tsfjoVEBAAC40FprrbXNjEYFAADgKt86nZlf+tcxlyesJWAAAAAASUVORK5CYII=)

*# Correcting missing values in BMI*

df[df['BMI'] == 0]['BMI'].value\_counts()

df['BMI'] = df['BMI'].replace(0, df['BMI'].median())

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAABOAAAADHCAIAAAA/P7u6AAAFCklEQVR4nO3bMYrjABBFwfawmR0b4dj3P5FjI5RauTZYmCOsHrjqBD990H05jmNm1nVd13UAAADg/7rf74/HY2Z+Rp0CAABwnm3b3u/3zPxRpwAAAJxr27aZ+VGnAAAAnG7btp+zNwAAAMDMvx9UAAAAOJ1ABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAmXfd/Xdf18PmcvAQAA4Etdr9dlWS7HcczM6/Xa9/3sSQAAAHyd2+32fD7n98R3WZZT9wAAAPClfoP0L1I4NXIUpXzIAAAAAElFTkSuQmCC)

*# Correct missing values in Insulin and SkinThickness*

df['SkinThickness'] = df['SkinThickness'].replace(0, df['SkinThickness']. ↪median())

df['Insulin'] = df['Insulin'].replace(0, df['Insulin'].median())

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAABOAAAAB9CAIAAACEboupAAADg0lEQVR4nO3ZsYoiQRhG0VImG0yGRhrf/9mkLYZJxHg2ENwn2O0LnhP9lX3ppQ6/v79jjDHG4/HYtu1+vw8AAAD49z4/P9d1PZ1Oz+fhGajbtm3btuswAAAA3tH5fL5cLmOM41CnAAAA7GfOeb1exxgfrzpdlmVZlr2HAQAA8EZ+fn7mnHPOMcbx9XeqTgEAAPjPvr6+nsec87jvFAAAAHgSqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJfwN1zrnjDgAAAN7Q9/f36z7cbrfr9brjGgAAAFjX9Xg+ny+Xy95LAAAAeF/ruq7rehxjaFQAAAD28qzTMcYftclCYRch4PAAAAAASUVORK5CYII=)

*# Review dataset statistics*

df.describe()

Now i have dataset without missing values in features which is good

**9 Exploratory Data Analysis**

[ ]: *# Show top 5 rows*

*![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAABOAAAABYCAIAAADTDx8sAAACjElEQVR4nO3ZQYrqUBRF0VfyRyBBQuY/thAf4hSshuCfQWWDa7Vu83Q39+f1eo0xjuM4jmMAAADA37rdbtu2jTEuQ50CAABwnjnnvu9jjH+fOl2WZVmWs4cBAADwRZ7P55xzzjnGuHx+p+oUAACAP3a9Xt/HnPNy7hQAAAB4E6gAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJDwP1DnnCfuAAAA4As9Ho/P/XO/3/d9P3ENAAAArOt6ud1u27advQQAAIDvta7ruq6XMYZGBQAA4CzvOh1j/AIn1zYb7SMurwAAAABJRU5ErkJggg==)*

df.head()

**Correlation**

**![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAABOAAAABYCAIAAADTDx8sAAACjElEQVR4nO3ZQYrqUBRF0VfyRyBBQuY/thAf4hSshuCfQWWDa7Vu83Q39+f1eo0xjuM4jmMAAADA37rdbtu2jTEuQ50CAABwnjnnvu9jjH+fOl2WZVmWs4cBAADwRZ7P55xzzjnGuHx+p+oUAACAP3a9Xt/HnPNy7hQAAAB4E6gAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJDwP1DnnCfuAAAA4As9Ho/P/XO/3/d9P3ENAAAArOt6ud1u27advQQAAIDvta7ruq6XMYZGBQAA4CzvOh1j/AIn1zYb7SMurwAAAABJRU5ErkJggg==)**

[ ]: plt.figure(figsize=(13,10))

sns.heatmap(df.corr(),annot=**True**, fmt = ".2f", cmap = "coolwarm")

According to observation, features like Pregnancies, Gluecose, BMI, and Age is more correlated with Outcome

**Pregnancies**

[ ]: *# Explore Pregnancies vs Outcome*

plt.figure(figsize=(13,6))

= sns.kdeplot(df["Pregnancies"][df["Outcome"] == 1], color="Red", shade =␣

↪**True**)

= sns.kdeplot(df["Pregnancies"][df["Outcome"] == 0], ax =g, color="Green",␣

↪shade= **True**)

g.set\_xlabel("Pregnancies")

g.set\_ylabel("Frequency")

g.legend(["Positive","Negative"])

**Outcome**

**![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAABOAAAAA0CAIAAACsOdANAAABvElEQVR4nO3bIY7DMBRF0Z8qrMVVVFzQ/a8moLiyTBuegpGyhPGTcg4yfPTK9rTve1W11lprBQAAAP/rfr8/Ho+qupQ6BQAAYJze++fzqapZnQIAADBW772qLuoUAACA4Xrvl9EbAAAAoOrvDyoAAAAMNx+n1+s1cAcAAACnta5ruUEFAAAghEAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAggkAFAAAgwnyc1nUduAMAAICTc4MKAABABIEKAABABIEKAABABIEKAABABIEKAABABIEKAABABIEKAABAhGnbttba9/sdvQQAAICTul6vy7JM+75X1fv93rZt9CQAAABO53a7PZ/POp74LssydA8AAAAndQTpD06gOdjW9pUXAAAAAElFTkSuQmCC)**

[ ]: sns.countplot('Outcome',data=df)

There are more people who do not have diabetes in dataset which is around 65% and 35% people has diabetes

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAABOAAAAA0CAIAAACsOdANAAABvUlEQVR4nO3cIY7DMBRF0Z8qrMVVVFzQ/a8moLiyTBuegpGyhPGTcg4yfPTKlqd936uqtdZaKwAAAPhf9/v98XhU1aXUKQAAAOP03j+fT1XN6hQAAICxeu9VdVGnAAAADNd7v4zeAAAAAFVV83F6vV4DdwAAAHBa67rW3ydJAAAAMJxABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIMJ8nNZ1HbgDAACAk3ODCgAAQASBCgAAQASBCgAAQASBCgAAQASBCgAAQASBCgAAQASBCgAAQIRp27bW2vf7Hb0EAACAk7per8uyTPu+V9X7/d62bfQkAAAATud2uz2fzzqe+C7LMnQPAAAAJ3UE6Q9RdjnYM+VKxAAAAABJRU5ErkJggg==)

[ ]: df

**Glucose**
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[ ]: plt.figure(figsize=(10,6))

sns.violinplot(data=df, x="Outcome", y="Glucose",

split=**True**, inner="quart", linewidth=1)

The chances of diabetes is gradually increasing with level of Glucose

[ ]: *# Explore Glucose vs Outcome*

plt.figure(figsize=(13,6))

= sns.kdeplot(df["Glucose"][df["Outcome"] == 1], color="Red", shade = **True**)

= sns.kdeplot(df["Glucose"][df["Outcome"] == 0], ax =g, color="Green", shade=␣

↪**True**)

g.set\_xlabel("Glucose")

g.set\_ylabel("Frequency" )

g.legend(["Positive","Negative"])

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAABOAAAAA2CAIAAADh8XEGAAABqklEQVR4nO3bsYnEMBRF0b9iAoeOjHD/RbkCI9SENxjYElYPfE6k8KWXj36e56mqMca+7wUAAAD/btu2qmpVNcYYY6zeAwAAwEvd911VH3UKAADAWnPOqmrqFAAAgOXmnG31BgAAAKj6/kEFAACA5QQqAAAAEQQqAAAAEQQqAAAAEQQqAAAAEQQqAAAAEQQqAAAAEQQqAAAAEQQqAAAAEQQqAAAAEQQqAAAAEQQqAAAAEQQqAAAAEQQqAAAAEQQqAAAAEQQqAAAAEQQqAAAAEQQqAAAAEQQqAAAAEQQqAAAAEQQqAAAAEQQqAAAAEQQqAAAAEQQqAAAAEQQqAAAAEQQqAAAAEQQqAAAAEQQqAAAAEQQqAAAAEQQqAAAAEQQqAAAAET5/r+u6Fu4AAADg5VxQAQAAiCBQAQAAiCBQAQAAiCBQAQAAiCBQAQAAiCBQAQAAiCBQAQAAiCBQAQAAiCBQAQAAiCBQAQAAiCBQAQAAiCBQAQAAiCBQAQAAiCBQAQAAiNDO81y9AQAAgLfrvbfjODQqAAAAC/Xee++tqjQqAAAAq3zrtKp+AS47IZEqK1IUAAAAAElFTkSuQmCC)

**Explore Glucose vs BMI vs Age**

[ ]: *# Glucose vs BMI vs Age*

*![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAABOAAAAChCAIAAADhklf9AAAEK0lEQVR4nO3bMYrrUBBFwR7xM+PUPLT/tRmh1Dj2BF7DRwemKuvspifon8/nMzMz836/j+N4vV4DAAAA/9/tdltr3e/37/nzDdTjOI7juHQYAAAAf9Hj8dj3fWa2UacAAABc5zzP5/M5M//UKQAAANc6z3NmNnUKAADA5c7z3K7eAAAAADPfH1QAAAC4nEAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAICEbd/3qzcAAADw1621tsfjoVEBAAC40FprrbXNjEYFAADgKt86nZlf+tcxlyesJWAAAAAASUVORK5CYII=)*

plt.figure(figsize=(20,10))

sns.scatterplot(data=df, x="Glucose", y="BMI", hue="Age", size="Age")

As per observation there are some outliers in features. We need to remove outliers in feature engineering

**BloodPressure**

[ ]: *# Explore Age vs Sex, Parch , Pclass and SibSP*

*![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAABOAAAAChCAIAAADhklf9AAAER0lEQVR4nO3bMarjQBBF0fJnMqPUCO9/bUIotR37B54tzOiCz8k6e+ml6Mv7/Z6ZmXm9Xvu+Px6PAQAAgH/ver2u67osy+d5+QTqvu/7vp86DAAAgG90u93u9/vM/Iw6BQAA4DzHcWzbNjN/1CkAAADnOo5jZn7UKQAAAKc7juPn7A0AAAAw8/mDCgAAAKcTqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkHB5Pp/7vj8ej7OXAAAA8KWu1+u6rpf3+z0zx3Fs23b2JAAAAL7Ouq7rus7M30Cdmdfr5ZQKAADAf/M5nC7L8nn+AiNlTI7XaFglAAAAAElFTkSuQmCC)*

= sns.catplot(y="BloodPressure",x="Outcome",data=df,kind="box") g.set\_ylabels("Blood Pressure")

g.set\_xlabels("Outcome")

**Age vs Outcome**

[ ]: *# Explore Age*

*![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAABOAAAADFCAIAAABy9xqxAAAE9UlEQVR4nO3ZsY0CURAFwQEX4a6+Nv98SGN9wOYMYjhtS1R54z23NZfP5zMzM/N+v4/jeD6fAwAAAP/vdrutte73+/e8fAP1OI7jOE4dBgAAwC/atm3f95m5vF4vj1MAAABO9H2lXh6Px9lLAAAAYK5nDwAAAIAZgQoAAECEQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkXPd9P3sDAAAAv26tdd22TaMCAABworXWWus6MxoVAACAs3zrdGb+AEQxJJqyhLuwAAAAAElFTkSuQmCC)*

= sns.catplot(y="Age",x="Outcome",data=df,kind="box") g.set\_ylabels("Age")

g.set\_xlabels("Outcome")

**DiabetesPedigreeFunction**

[ ]: sns.set\_theme(style="whitegrid")

plt.figure(figsize=(7,5))

sns.boxenplot(x="Outcome", y="DiabetesPedigreeFunction", color="b",

scale="linear", data=df)

g.set\_ylabels("Diabetes Pedigree Function")

g.set\_xlabels("Outcome")

**10** **Feature Enginnering**

Till now, i explored the dataset, did missing value corrections and data visualization. Next, i have started feature engineering. Feature engineering is useful to improve the performance of machine learning algorithms and is often considered as applied machine learning. Selecting the important features and reducing the size of the feature set makes computation in machine learning and data analytic algorithms more feasible.

**11 Outlier Detection**

[ ]: **def** detect\_outliers(df,n,features):

![](data:image/png;base64,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)

outlier\_indices = []

*"""*

*Detect outliers from given list of features. It returns a list of the*␣ ↪*indices*

*according to the observations containing more than n outliers according*

*to the Tukey method*

*"""*

*iterate over features(columns)* **for** col **in** features:

Q1 = np.percentile(df[col], 25)

Q3 = np.percentile(df[col],75)

IQR=Q3-Q1

*# outlier step*

outlier\_step = 1.5 \* IQR

*# Determine a list of indices of outliers for feature col*

outlier\_list\_col = df[(df[col] < Q1 - outlier\_step) | (df[col] > Q3 +␣ ↪outlier\_step )].index

*append the found outlier indices for col to the list of outlier*␣

↪*indices*

outlier\_indices.extend(outlier\_list\_col)

*select observations containing more than 2 outliers* outlier\_indices = Counter(outlier\_indices)

multiple\_outliers = list( k **for** k, v **in** outlier\_indices.items() **if** v > n )

**return** multiple\_outliers

*# detect outliers from numeric features*

outliers\_to\_drop = detect\_outliers(df, 2 ,["Pregnancies", 'Glucose',␣

↪'BloodPressure', 'BMI', 'DiabetesPedigreeFunction', 'SkinThickness',␣

↪'Insulin', 'Age'])

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAABOAAAAA0CAIAAACsOdANAAABvUlEQVR4nO3cIY7DMBRF0Z8qrMVVVFzQ/a8moLiyTBuegpGyhPGTcg4yfPTKlqd936uqtdZaKwAAAPhf9/v98XhU1aXUKQAAAOP03j+fT1XN6hQAAICxeu9VdVGnAAAADNd7v4zeAAAAAFVV83F6vV4DdwAAAHBa67rW3ydJAAAAMJxABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIMJ8nNZ1HbgDAACAk3ODCgAAQASBCgAAQASBCgAAQASBCgAAQASBCgAAQASBCgAAQASBCgAAQIRp27bW2vf7Hb0EAACAk7per8uyTPu+V9X7/d62bfQkAAAATud2uz2fzzqe+C7LMnQPAAAAJ3UE6Q9RdjnYM+VKxAAAAABJRU5ErkJggg==)

[ ]: df.loc[outliers\_to\_drop] *# Show the outliers rows*

*![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAABOAAAAA0CAIAAACsOdANAAABvUlEQVR4nO3cIY7DMBRF0Z8qrMVVVFzQ/a8moLiyTBuegpGyhPGTcg4yfPTKlqd936uqtdZaKwAAAPhf9/v98XhU1aXUKQAAAOP03j+fT1XN6hQAAICxeu9VdVGnAAAADNd7v4zeAAAAAFVV83F6vV4DdwAAAHBa67rW3ydJAAAAMJxABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIIJABQAAIMJ8nNZ1HbgDAACAk3ODCgAAQASBCgAAQASBCgAAQASBCgAAQASBCgAAQIRp27bW2vf7Hb0EAACAk7per8uyTPu+V9X7/d62bfQkAAAATud2uz2fzzqe+C7LMnQPAAAAJ3UE6Q8DjDnYULmQRQAAAABJRU5ErkJggg==)*

[ ]: df.drop(df.loc[outliers\_to\_drop].index, inplace=**True**)

I have successfully removed all outliers from dataset now. The next step is to split the dataset in train and test and procceed the modeling

**Modeling**

**Transforming Data**

Before i split the dataset i need to transform the data into quantile using sklearn.preprocessing

[ ]: q = QuantileTransformer()

= q.fit\_transform(df) transformedDF = q.transform(X) transformedDF = pd.DataFrame(X)

transformedDF.columns =['Pregnancies', 'Glucose', 'BloodPressure',␣ ↪'SkinThickness', 'Insulin', 'BMI', 'DiabetesPedigreeFunction', 'Age',␣ ↪'Outcome']
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[ ]: transformedDF.head()

**14 Data Splitting**
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[ ]: *## Separate train dataset and test dataset*

features = df.drop(["Outcome"], axis=1)

labels = df["Outcome"]

x\_train, x\_test, y\_train, y\_test = train\_test\_split(features, labels,␣ ↪test\_size=0.30, random\_state=7)

**15** **Cross Validate Models**

[ ]: **def** evaluate\_model(models):

*"""*

*Takes a list of models and returns chart of cross validation scores using*␣ ↪*mean accuracy*

*"""*

*Cross validate model with Kfold stratified cross val* kfold = StratifiedKFold(n\_splits = 10)

result = []

**for** model **in** models :

result.append(cross\_val\_score(estimator = model, X = x\_train, y =␣

↪y\_train, scoring = "accuracy", cv = kfold, n\_jobs=4))

cv\_means = []

cv\_std = []

**for** cv\_result **in** result:

cv\_means.append(cv\_result.mean())

cv\_std.append(cv\_result.std())

result\_df = pd.DataFrame({

"CrossValMeans":cv\_means,

"CrossValerrors": cv\_std,

"Models":[

"LogisticRegression",

"DecisionTreeClassifier",

"AdaBoostClassifier",

"SVC",

"RandomForestClassifier",

"GradientBoostingClassifier",

"KNeighborsClassifier"

]

})

*# Generate chart*

bar = sns.barplot(x = "CrossValMeans", y = "Models", data = result\_df,␣ ↪orient = "h")

bar.set\_xlabel("Mean Accuracy")

bar.set\_title("Cross validation scores")

**return** result\_df

[ ]: *# Modeling step Test differents algorithms*

random\_state = 30

models = [

LogisticRegression(random\_state = random\_state, solver='liblinear'),

DecisionTreeClassifier(random\_state = random\_state),

AdaBoostClassifier(DecisionTreeClassifier(random\_state = random\_state),␣

↪random\_state = random\_state, learning\_rate = 0.2),

SVC(random\_state = random\_state), RandomForestClassifier(random\_state = random\_state), GradientBoostingClassifier(random\_state = random\_state), KNeighborsClassifier(),

]

evaluate\_model(models)

As per above observation, i found that SVC, RandomForestClassifier, and LogisticRegression model has more accuracy. Next, i will do hyper parameter tuning on three models

**16** **Hyperparameter Tuning**

Hyperparameter tuning is choosing a set of optimal hyperparameters for a learning algorithm. A hyperparameter is a model argument whose value is set before the learning process begins. The key to machine learning algorithms is hyperparameter tuning.

I have done tuning process for SVC, RandomForestClassifier, and LogisticRegression models one by one

[ ]:

[ ]:

*# Import libraries*
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**from sklearn.model\_selection import** GridSearchCV **from sklearn.metrics import** classification\_report

**def** analyze\_grid\_result(grid\_result):

*'''*

*Analysis of GridCV result and predicting with test dataset Show classification report at last '''*

*# Best parameters and accuracy*

print("Tuned hyperparameters: (best parameters) ", grid\_result.best\_params\_)

print("Accuracy :", grid\_result.best\_score\_)

means = grid\_result.cv\_results\_["mean\_test\_score"] stds = grid\_result.cv\_results\_["std\_test\_score"]

**for** mean, std, params **in** zip(means, stds, grid\_result.

↪cv\_results\_["params"]):

print("**%0.3f** (+/-**%0.03f**) for **%r**" % (mean, std \* 2, params))

print()

print("Detailed classification report:")

print()

y\_true, y\_pred = y\_test, grid\_result.predict(x\_test)

print(classification\_report(y\_true, y\_pred))

print()

First of all i have imported GridSearchCV and classification\_report from sklearn library. Then, i

have defined analyze\_grid\_result method which will show prediction result. I called this method for each Model used in SearchCV

**17** **LogisticRegression**

[ ]: *# Define models and parameters for LogisticRegression* model = LogisticRegression(solver='liblinear')

solvers = ['newton-cg', 'liblinear']

penalty = ['l2']

c\_values = [100, 10, 1.0, 0.1, 0.01]

*# Define grid search*

grid = dict(solver = solvers, penalty = penalty, C = c\_values)

cv = StratifiedKFold(n\_splits = 50, random\_state = 1, shuffle = **True**)

grid\_search = GridSearchCV(estimator = model, param\_grid = grid, cv = cv,␣ ↪scoring = 'accuracy', error\_score = 0)

logi\_result = grid\_search.fit(x\_train, y\_train)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAABOAAAABaCAIAAACex74nAAACl0lEQVR4nO3bMaoiARBF0foyKxCRpve/NmkbcQWCEwgzO/h9wXOiCl96g/p5v98zs23b6/W6XC4DAAAAv+X5fM7Muq4zc5qZbdu2bVOnAAAA/LLz+bzv++12m5k/nzo9ehIAAADfa9/3mTmpUwAAAA637/vp6A0AAAAw8/lBBQAAgMMJVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJPwP1H3fD9wBAADAF3o8Hv/un/v9frvdDlwDAAAAy7Kcrtfruq5HLwEAAOB7LcuyLMtpZjQqAAAAR/nU6cz8BadcMx/Pia6wAAAAAElFTkSuQmCC)

*Logistic Regression Hyperparameter Result* analyze\_grid\_result(logi\_result)

As per my obversation, in LogisticRegression it returned best score 0.78 with {'C': 10,

'penalty': 'l2', 'solver': 'liblinear'} parameters. Next i will perform tuning for other models.

**18 SVC**

[ ]: *# Define models and parameters for LogisticRegression* model = SVC()

*Define grid search* tuned\_parameters = [

{"kernel": ["rbf"], "gamma": [1e-3, 1e-4], "C": [1, 10, 100, 1000]},

{"kernel": ["linear"], "C": [1, 10, 100, 1000]},

]

cv = StratifiedKFold(n\_splits = 2, random\_state = 1, shuffle = **True**)

grid\_search = GridSearchCV(estimator = model, param\_grid = tuned\_parameters, cv␣ ↪= cv, scoring = 'accuracy', error\_score = 0)

scv\_result = grid\_search.fit(x\_train, y\_train)

*SVC Hyperparameter Result*

analyze\_grid\_result(scv\_result)

SVC Model gave max 0.77 accuracy which is bit less than LogisticRegression. I will not use this model anymore.

**19** **RandomForestClassifier**

[ ]: *# Define models and parameters for LogisticRegression*

model = RandomForestClassifier(random\_state=42)

*# Define grid search*

tuned\_parameters = {

'n\_estimators': [200, 500],

'max\_features': ['auto', 'sqrt', 'log2'],

'max\_depth' : [4,5,6,7,8],

'criterion' :['gini', 'entropy']

}

cv = StratifiedKFold(n\_splits = 2, random\_state = 1, shuffle = **True**)

grid\_search = GridSearchCV(estimator = model, param\_grid = tuned\_parameters, cv␣

↪= cv, scoring = 'accuracy', error\_score = 0)

grid\_result = grid\_search.fit(x\_train, y\_train)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAABOAAAABaCAIAAACex74nAAACl0lEQVR4nO3bMaoiARBF0foyKxCRpve/NmkbcQWCEwgzO/h9wXOiCl96g/p5v98zs23b6/W6XC4DAAAAv+X5fM7Muq4zc5qZbdu2bVOnAAAA/LLz+bzv++12m5k/nzo9ehIAAADfa9/3mTmpUwAAAA637/vp6A0AAAAw8/lBBQAAgMMJVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJPwP1H3fD9wBAADAF3o8Hv/un/v9frvdDlwDAAAAy7Kcrtfruq5HLwEAAOB7LcuyLMtpZjQqAAAAR/nU6cz8BadcMx/Pia6wAAAAAElFTkSuQmCC)

*SVC Hyperparameter Result* analyze\_grid\_result(grid\_result)

Randomforest model gave max 0.76% accuracy which is not best comparing to other model. So i decided to use LogisticRegression Model for prediction

**20 Prediction**

Till now, i worked on EDA, Feature Engineering, Cross Validation of Models, and Hyperparameter Tuning and find the best working Model for my dataset. Next, I did prediction from my test dataset and storing the result in CSV

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAABOAAAABYCAIAAADTDx8sAAACoklEQVR4nO3aMWrrQBhG0UlIl1RGGOM6+19RaiMGkybq9YqA3w6iCz6n+suvvcy87Ps+xljXdV3XAQAAAH/rfD5fr9cxxutQpwAAABxnznm73cYYb486XZZlWZajhwEAAPBEvr+/55xzzjHG6+PtVJ0CAADwx06n0+8x53w9dgoAAAD8EqgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJAgUAEAAEgQqAAAACQIVAAAABIEKgAAAAkCFQAAgASBCgAAQIJABQAAIEGgAgAAkCBQAQAASBCoAAAAJAhUAAAAEgQqAAAACQIVAACABIEKAABAgkAFAAAgQaACAACQIFABAABIEKgAAAAkCFQAAAASBCoAAAAJAhUAAIAEgQoAAECCQAUAACBBoAIAAJDwP1DnnAfuAAAA4And7/fH/bJt27quPz8/Bw4CAADgmb2/v18ul5d938cYX19f27YdPQkAAICn8/Hx8fn5OR5ffC+Xy6F7AAAAeFKPIP0HM79AiOWGTmEAAAAASUVORK5CYII=)

[ ]: y\_pred = logi\_result.predict(x\_test)

print(classification\_report(y\_test, y\_pred))

[ ]: x\_test['pred'] = y\_pred

x\_test